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Abstract

Generative Large Language Models have
emerged as useful tools, reshaping professional
workflows. However, their efficacy in inher-
ently complex and human-centric tasks such
as leadership and strategic planning remains
underexplored. In this interdisciplinary study,
we present a novel dataset and compare LLMs
and human leaders in the context of work-
place action planning, specifically focusing
on translating the abstract idea of inclusion
into actionable SMART goals. We developed
the Leader Success Bot, a script-based chat-
bot co-designed with domain experts, to guide
more than 250 real-life leaders in generating
inclusive workplace action plans. We system-
atically prompted seven state-of-the-art chat-
based LLMs to perform the same task using
the socio-demographic data of real-life lead-
ers and instructions co-developed with domain
experts. Our publicly released dataset enables
direct comparison between human and LLM-
generated workplace action plans, offering in-
sights into their respective strengths, biases,
and limitations. Our findings highlight critical
gaps and opportunities for LLMs in leadership
applications, fostering interdisciplinary collab-
oration and NLP applications.

1 Introduction

Generative Large Language Models (LLMs) are
now widely used in both daily life and professional
settings. At the workplace, they are extensively
used for a variety of tasks, including seeking advice,
exploring new topics, and managing communica-
tion workflows (Brachman et al., 2024). With the
rising importance of LLLM usage in professional
work settings, researchers have begun to investi-
gate how LLMs can support complex, high-level
functions such as human resource management,
idea generation, and workplace communication
(Chiarello et al., 2024). An important area where
LLMs are being used in the workplace is in as-
sisting individuals and teams in formulating clear,

goal-oriented action plans, as it is a cornerstone
of effective leadership. Research shows concrete,
trackable, and specific goals help people stay fo-
cused, assess progress, and adapt their behavior to
reach targets (Locke and Latham, 2002). However,
to evaluate the effectiveness of LLM-generated ac-
tion plans and compare them meaningfully with
those crafted by humans, we first need a bench-
mark rooted in real-world leadership behavior.

Thus, we present a novel dataset comprising ac-
tion plans authored by over 250 real-life leaders.
We systematically compare these human-written
plans with those generated by leading LLMs (GPT-
40 mini, Gemini-2.0-Flash, Command-a-03-2025,
Mistral-Large, Llama-3.3-70b, DeepSeek-R1, and
Qwen-Plus), focusing on their ability to generate
SMART (Specific, Measurable, Actionable, Rel-
evant, and Time-bound) action plans to foster in-
clusion in teams. Inclusion refers to deliberate
efforts that ensure individuals from diverse back-
grounds feel respected, valued, and empowered to
participate fully in organizational activities. Un-
like diversity, which emphasizes representation, in-
clusion engages everyone in decision-making and
team processes (Shore et al., 2011). Researchers
have shown that teams make better decisions, gen-
erate more creative ideas, and solve complex prob-
lems more effectively when individuals feel safe to
contribute, express their views, and participate in
organizational efforts (Carmeli et al., 2010; Choi
et al., 2015; Lacerenza et al., 2017; Nembhard and
Edmondson, 2006; Dawson et al., 2024; Macari
et al., 2024; Van Knippenberg et al., 2020). Ne-
glecting inclusion reduces employee engagement
and long-term growth (Dwertmann and Boehm,
2016). The impact of inclusion reaches beyond
internal operations. It shapes how organizations in-
fluence broader social systems and public discourse
(Boekhorst, 2015; Hoobler and Brass, 2006).

In workplaces, inclusion operates at both inter-
personal and organizational levels (Guillaume et al.,
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2017; Nishii, 2013), and language plays a crucial
part in delivering the right message across team
members. As it is challenging to transform an
abstract concept such as inclusion into actionable
results, we collaborated with two domain experts
to develop a step-wise training process to inform
and educate real-life leaders on creating inclusion
action plans. At the same time, researchers have
called out the need to integrate technology as a ’jolt’
to modify interactions and dynamics at workplaces
(Wellman, 2017). Consequently, chatbots are com-
monly used as a tool in various sectors (Kung et al.,
2023; Nasseri et al., 2023). Additionally, Galle-
gos et al. (2024) has highlighted the need to curate
inclusive data based on community-centered frame-
works.

A focus on inclusive leadership is critical as it is
a foundational leadership style that directly shapes
how leaders give feedback, resolve conflict, and
motivate diverse teams (Randel et al., 2018; Pan-
icker et al., 2018). Accordingly, we build our inter-
disciplinary project by using the four dimensions
of inclusion, that is: (1) recognizing employees’
sense of individuality (uniqueness); (2) strengthen-
ing belongingness (feeling like an esteemed mem-
ber of the team); (3) showing appreciation, and
(4) supporting organizational efforts, as concep-
tualized by Korkmaz et al. (2022). We use their
proposed four-dimensional framework of inclusive
leadership, from the domain of Organizational Be-
havior, to create a rich dataset with our domain
experts and then compare it against seven state-of-
the-art LLMs in the NLP domain (Mayer et al.,
2025). It is important to note that though many
evaluation datasets exist and have been used to
study and evaluate domain adaptation of LLMs
(Aycock and Bawden, 2024), to our knowledge,
our inclusive dataset is novel for the leadership and
organizational behavior domain.

In order to bridge the gap between theoreti-
cal LLM capabilities and applied leadership con-
texts, offering insights into their real-world usabil-
ity rather than artificial testing scenarios, we utilize
a script-based chatbot to avoid inducing Al bias in
leader training and LLM-prompting parts (Raub,
2018; Vicente and Matute, 2023).

Our contributions are threefold:

* A comprehensive and diverse evaluation
dataset, compiled from over 250 real-life lead-
ers representing a wide range of ethnicities,
age groups, genders, abilities, and leadership

experiences.

* Assessment of seven LLMSs in comparison to
real-life leaders in the context of workplace
action planning. This evaluation utilizes socio-
demographic prompts designed with domain
experts', enabling performance benchmark-
ing, tool-centric analysis, and evaluation of
real-world applicability.

* An in-depth discussion of key findings, ac-
tionable insights, implications, and use-case-
specific recommendations for LLMs, con-
tributing valuable perspectives to interdisci-
plinary research.

2 Related Work

Interactive chatbots are utilized in various contexts
to facilitate external and internal communication,
conduct employee training, offer customer services,
generate ideas, foster well-being, help with re-
cruitment (Fitzpatrick et al., 2017; Koivunen et al.,
2022; Zhou et al., 2020) and facilitate teamwork
(Avula et al., 2018; Xiao et al., 2019). While some
researchers have explored language style (Elsholz
et al., 2019) and identified appropriate register for
chatbot design (Chaves et al., 2019), few chatbots
address the topic of diversity, equity, and inclu-
sion (for an exception see (Heo and Lee, 2019)).
To ensure bias is curtailed in the design of lan-
guage models, it is important to first identify it.
Researchers have analyzed leadership-related gen-
der biases perpetuated by LLMs (Newstead et al.,
2023). However, much of the analysis has been lim-
ited to a few handpicked LLMs (Chisca et al., 2024;
Harel-Canada et al., 2024). To address this, we ex-
amine a set of seven state-of-the-art LLMs in our
study. Further, Choi et al. (2024) highlighted the
trade-off between task efficiency and biased anal-
ysis when using LLMs in a domain-specific man-
ner. Prior research on domain-adaptation of LLMs
(Zhang et al., 2023; Goyal et al., 2023; Van Veen
et al., 2024) has focused mostly on the domains
of news, science, medicine, and government, to
our knowledge. We aim to extend this work to the
Organizational Behavior and the HR domain by
comparing the real-world usability of LLMs and
actual leaders in workplace action planning.

'The domain experts (Dr. Ksenia Keplinger and Dr. H.
Phoenix Van Wagoner) are leading researchers in the field of
Organizational Leadership and Diversity.



3 Method
3.1 Data Collection

We developed the Leader Success Bot,”, a conversa-
tional chatbot designed to cultivate daily inclusion
action plans over a two-week period. The details
of the design and implementation of the chatbot
from a technical perspective, including front-end
and back-end infrastructure, are provided in Ap-
pendix A. We launched the Leader Success Bot
in a snowball sample of 48 fully employed MBA
students from a university in the Western United
States over a period of 12 work days for our pilot
tests and validation process. The aim of the pilot
study was to ensure the usability and effectiveness
of the chatbot-mediated design in real-world set-
tings. Participants were recruited from courses in
Leadership and Organizational Behavior and re-
ceived extra credit for their participation. Leaders
needed to: (1) interact with the chatbot for two
consecutive work weeks, (2) develop SMART in-
clusion action plans every morning, (3) assess their
plan implementation every evening, and (4) fill out
three Qualtrics evaluation questionnaires (before,
halfway through, and after the intervention, ad-
ministered via the chatbot). A SMART inclusion
action plan for leaders is a clear, goal-oriented
procedure, outlining steps to develop leadership
skills, manage teams effectively, and drive orga-
nizational success (for example, "I will praise the
technical achievements of [team member] at to-
day’s meeting."). Participants were asked to report
their weekly goal accomplishment and team inclu-
sion climate. Forty-eight leaders provided a total
of 3237 chatbot text messaging responses (of these,
432 responses were inclusion action plans) in ad-
dition to responses collected via Qualtrics surveys.
These initial findings suggested that our Leader
Success Bot is an effective, well-received tool for
fostering workplace inclusion by successfully help-
ing real-world leaders develop actionable inclusion
plans.

Once we validated the effectiveness of the
Leader Success Bot in the pilot study, we launched
it for data collection from real-life leaders (Figures
1 and 2). An international, gender-diverse group
of employed leaders was recruited via the Prolific
platform to interact with the Leader Success Bot.
Eligible participants had to be at least 18 years old,
hold a formal leadership role, and supervise at least

2Code for chatbot design:
Vindhya-Singh/chat-bot.git

https://github.com/
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Figure 1: Timeline of data collection for this paper.
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Figure 2: Methods used in this paper.

two subordinates. Out of 303 invited leaders, 253
provided demographic details and engaged with
the chatbot. These leaders supervised an average
of 7.74 direct reports (SD = 9.79) and ranged in
age from 21 to 64 (M = 39.31). Among them,
37.39 percent identified as racial minorities, while
the gender distribution included 133 women, 117
men, and 3 non-binary individuals. In addition, 32
leaders reported having a disability. The group was
highly educated, with 90.6 percent holding a bach-
elor’s or master’s degree. The leaders represented
various organizational levels: 39 percent were mid-
level managers, 10 percent were senior or executive
leaders, and roughly half were low-level managers.
The participants had 7.18 years of leadership ex-
perience, on average. We anonymized all data and
stored it in MongoDB. Interactions with the Leader
Success Bot were saved as text, resulting in 3211
inclusion action plans from 253 real-life leaders.

3.2 Socio-Demographic Prompting

Our research aims to compare inclusion action
plans created by LLMs with real-life leaders using
the same instructions and examples. Domain ex-
perts helped us develop a script to train users on the
abstract idea of inclusion and transform it into ac-
tionable strategies. To ensure consistency and uni-
formity in providing instructions to both humans
and LL.Ms, we used prompts based on sociodemo-
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graphic data from 253 real-life leaders, along with
the script developed by domain experts (see struc-
ture in Table 1 and examples in the Appendix B,
Figure 10). As suggested by Beck et al. (2024), we
paid attention to using sociodemographic prompt-
ing to study LLM alignment by collaborating with
domain experts. We refrain from prompt-tuning as:
(1) our aim is to assess how current LLMs respond
to identical prompts when compared to real-life
leaders, creating a direct performance baseline, (2)
unlike classification tasks with predefined "correct"
answers, our focus is on practical utility, that is, ex-
amining how effectively these models function as
assistive tools for leaders and HR professionals,
(3) we evaluate LLMs as used in day-to-day tasks,
mirroring how leaders actually engage with these
systems, that is, conversationally and without fine-
tuning, to reflect genuine user experiences (Mayer
et al., 2025). For our research, we use two settings:
zero-shot prompting and three-shot prompting. All
seven LL.Ms used in our study were prompted us-
ing their respective APIs (Table 4). Each LLM was
prompted 1012 times (253 leaders * 4 dimensions
of inclusion), respectively, for zero-shot and three-
shot prompting. Therefore, overall, we used 7084
(1012*7) action plans from seven LLMs respec-
tively for zero-shot and three-shot prompting.

Table 1: Prompt structure for three-shot prompting.

Prompt Structure
You are a Hispanic / Latino/ Latinx, non-white

32-year-old Male Lower-level manager
(supervises one or more employees).
[Followed by the script with domain experts.]
[Followed by 3 examples of setting SMART
action plans.]

Color Legend:

. Ethnic Background
. Age

. Gender

. Leadership Level

4 Evaluation of Action Plans Generated
by LLMs and Real-Life Leaders

We conduct a comprehensive linguistic analysis
of action plans produced by LLMs (Cohere, 2025;
DeepSeek-Al, 2025; Google, 2024; OpenAl, 2024;
Meta, 2024; Mistral, 2024; Alibaba, 2025) and real-

life leaders,® comparing structural variations, read-
ability, sentence-level similarity, sentiment, and
emotional patterns to systematically evaluate their
similarities and differences across multiple dimen-
sions of language use. For all these methods, except
for human evaluation, we used the standard Python
libraries and packages.*

4.1 Analysis of Structural Variations

Analysis: We analyze structural variations in the
action plans generated by LLMs and real-life lead-
ers (Muifioz-Ortiz et al., 2024), such as response
length, words per sentence, and Part-of-Speech
(POS) distribution.

Results: In Figure 3, we see real-life leaders use
shorter, clearer action plans, with an average re-
sponse length of 19 words, while all the LLMs
generate longer action plans, with their average re-
sponse length ranging from 100 to more than 400
words. Diving deep into the number of words used
per sentence, we clearly see that real-life leaders
prioritize brevity while LLMs tend to be more ex-
planatory and lengthier in their generated responses.
Overall, in comparison to the real-life leaders, GPT-
40 mini has a well-balanced POS usage, with more
nouns and adjectives, indicating instructional ac-
tion plans (Mendhakar and H S, 2024). The ac-
tion plans generated by GPT-40 mini have fewer
verbs compared to real-life leaders, making it less
action-oriented. DeepSeek-R1 has the lowest verb
usage among all sources in generating action plans,
suggesting less dynamic text. Gemini-2.0-Flash
and Llama-3.3-70b show extremes. While Gemini-
2.0-Flash is the most verbose (average response
length: 412 words), Llama-3.3-70b generated the
longest sentences with an average of 41 words per
sentence and high noun usage, indicating likely
dense, complex action plans. Notably, even though
DeepSeek-R1 has a longer response length (263)
than real-life leaders and most LLMs, it is the most
concise in sentence length (14 words/sentence) and
has a fairly balanced POS distribution, suggest-
ing fragmentation or bullet-like structure in the
generated action plans. Real-life leaders, on av-
erage, use the most number of pronouns (0.122)

3We report the exact API names, checkpoint dates for the
evaluated LLMs, and the results from zero-shot prompting in
the Appendix B. The results from three-shot prompting are
reported in the main paper as they are directly comparable
to the real-life leaders, as in both cases, three examples were
provided.

*Our code and dataset can be found here:
github.com/Vindhya-Singh/humansVsLLMs.git

https://
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and verbs (0.159), indicating a personal tone (Hynd
and Chase, 1991) and action-oriented plans. LLMs
such as Gemini-2.0-Flash (0.071), GPT-40 mini
(0.070), Qwen-Plus (0.069), and Command-a-03-
2025 (0.070) use more adjectives in their action
plans than real-life leaders (0.051) and other LLMs,
indicating more descriptive action plans.

In essence, real-life leaders are concise, action-
oriented, and people-focused, indicating that they
are better tuned to real-world action-planning and
team engagement. LL.Ms vary dramatically in sen-
tence length and words per sentence; therefore, they
need to be adapted for the domain-specific audi-
ence. Overuse of nouns and underuse of verbs and
pronouns across all LLMs make the action plans
abstract or impersonal (Ehibor et al., 2025).

4.2 Who Writes More Readable Action Plans?

Analysis: We compared the readability (using the
Flesch Reading Ease Score) (Kincaid et al., 1975;
Tanprasert and Kauchak, 2021) and lexical diver-
sity (Bestgen, 2025) of the LLM-generated action
plans against those written by real-life leaders to
determine textual accessibility and linguistic rich-
ness (Kriz et al., 2019; Kumar et al., 2020; Mad-
dela et al., 2021) via TTR (Type-Token Ratio) and
MATTR (Moving Average TTR) (Covington and
McFall, 2010).

Results: Comparing the readability of action plans
produced by LLMs and real-life leaders shows a
stark contrast. Table 2 shows that real-life lead-
ers write in the most readable way (Readability:
61.7, the highest among all, in the “standard” read-
able (60-70) range in the Flesch Reading Ease).
All LLMs except for Llama-3.3-70b generate more
readable action plans in the three-shot setting (see
Tables 2 and 5). The exceptionally high readabil-
ity scores of the action plans written by real-life
leaders suggest their communication is easier to
understand for broader audiences. It is noteworthy
that the lexical diversity (TTR and MATTR) of the
action plans by real-life leaders is higher than that
of all the LLMs. This suggests nuanced and expres-
sive language used by them, even though the LLMs
have been trained on a wide corpus of online data.
Moreover, LLM-generated action plans have read-
ability scores below 35, except for Mistral-Large,
indicating college-level or harder text ((30-50) in
the Flesch Reading Ease). It is worthwhile to note
that the lexical diversity (MATTR close to 0.99)
of Gemini-2.0-Flash and Command-a-03-2025 is
close to that of real-life leaders in the three-shot

setting. Combined with the response-length and
words per sentence results (Figure 3), this reflects
complex sentence structures, technical vocabulary,
and formal tones for most LLMs (Eder et al., 2023).
However, some models like Llama-3.3-70b and
Mistral-Large both have low MATTR (M = 0.73
and M = 0.75, respectively), indicating repetitive
or limited vocabulary.

One of the most important implications of the
above results is that the balance of clarity and di-
versity is rare in LLMs, as none match real-life
leaders in balancing readability and high lexical
diversity. Gemini-2.0-Flash (0.9992 + 0.0011) per-
forms well in MATTR in the three-shot setting, but
it sacrifices readability (29.7630£7.8788). Finally,
some models like Llama-3.3-70b are low across
metrics, indicating a struggle with both language
variation and clarity. Overall, three-shot prompting
has higher scores than zero-shot prompting (Tables
2 and 5 in Appendix B). Thus, we recommend us-
ing examples in prompts to improve performance
and make better use of LLMs for domain-specific
use cases.

4.3 How Similar Are Their Action Plans?

Analysis: Next, we evaluated the seven LLMs
using BLEU (Papineni et al., 2001), ROUGE-L
(Lin, 2004), and sentence cosine similarity scores
(Zhang et al., 2020) to measure structural and
lexical sentence overlap against leader-generated
benchmarks.

Results: We found that in sentence similarity,
Llama-3.3-70b (M = 0.3479) and Qwen-Plus
(M = 0.3365) score the highest (Figure 4). This
suggests that these two models produce the most se-
mantically aligned action plans with real-life lead-
ers. Gemini-2.0-Flash scored the lowest (M =
0.261), indicating weaker alignment with real-
life leaders, despite decent ROUGE-L and BLEU
scores. GPT-40 mini (M = 0.117) performs best
in the ROUGE-L scores, indicating higher overlap
of sequence (longest common subsequence) with
real-life leaders’ action plans. The other LLMs fall
within a narrow band (M = 0.108 to 0.112), sug-
gesting modest structural alignment. GPT-40 mini
(M = 0.0138) and Mistral-Large (M = 0.0135)
lead in BLEU scores, indicating better surface-level
n-gram overlap. Command-a-03-2025 has the low-
est BLEU score (M = 0.0094), which suggests
more paraphrasing or different word usage. Across
all three metrics (BLEU, ROUGE-L, Sentence Sim-
ilarity), GPT-4o0 mini performs consistently well,
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Figure 3: Analysis of structural variations in the action plans produced by real-life leaders and LLMs.

Source Readability TTR MATTR
Real-Life Leaders 61.7412 0.9320 0.9998
GPT-40 mini 32.1192 4+ 12.3260 | 0.6565 £ 0.1286 | 0.9994 + 0.0019

Gemini-2.0-Flash
Command-a-03-2025
Mistral-Large
Llama-3.3-70b
DeepSeek-R1
Qwen-Plus

29.7630 + 7.8788
32.7575 £ 5.9299
35.0364 + 8.1044
17.7397 £ 21.0715
33.6825 £ 18.2526
21.6531 £ 8.7629

0.4925 £+ 0.0430
0.5151 +0.0385
0.5049 £ 0.0495
0.4840 + 0.0462
0.6799 £ 0.1537
0.6318 £ 0.0477

0.9992 + 0.0011
0.9996 + 0.0007
0.7548 £ 0.0009
0.7315 4+ 0.0058
0.9868 + 0.0564
0.8812 £+ 0.0009

Table 2: Readability and Lexical Diversity scores (MATTR) in three-shot settings.
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Figure 4: LLM evaluation: ROUGE-L, BLEU, and Sentence Similarity scores against human benchmarks.

= Command-a-03-2025



indicating strong syntactic (BLEU, ROUGE-L) and
decent semantic similarity with real-life leaders.

Even though Llama-3.3-70b performs the
strongest in semantic similarity, it is weaker in
other metrics (BLEU, ROUGE-L), indicating it
is more meaning-aligned than word-aligned with
real-life leaders. Notably, high BLEU/ROUGE-L
scores do not always mean better understanding,
as LLMs that use synonyms or paraphrasing may
score lower but still be semantically correct.

4.4 Sentiment and Emotion Patterns in Action
Plans

Analysis: We compare LLM-generated action
plans to those of real-life leaders using 1) valence-
arousal-dominance (Mohammad, 2025), and 2) the
NRC Lexicon (Mohammad and Turney, 2010) to
assess emotional and thematic alignment with es-
tablished norms. Beyond linguistic analysis, an-
alyzing the sentiments and emotional tone differ-
ences between LLMs and real-life leaders is a criti-
cal factor in leadership communication, where per-
suasion and emotional resonance matter (Uhl-Bien,
2006; A Rizvi and Sapna, 2021).

Results: Female (M = 0.2525) and Male Lead-
ers (M = 0.2499) show comparable levels of va-
lence, but less than most LLMs. LLMs like Llama-
3.3-70b, GPT-40 mini, and Command-a-03-2025
are more assertive, positive, and composed than
real-life leaders (see Figure 5). This is indica-
tive of a design bias: models trained to be helpful
may overly emphasize confidence and positivity
(Steyvers et al., 2025). However, they can be used
in simulated leadership scenarios as these models
project idealized leadership personas who are calm,
positive, and in control.

04

=Female Leaders =Male Leaders = C 03-2025 - D R1

Gemini-2.0-Flash = GPT-40 mini = Llama-3.3-70b = Mistral-Large = Qwen-Plus

Figure 5: Valence-Arousal-Dominance scores.

Llama-3.3-70b (M = 0.2309), GPT-40 mini
(M = 0.2205), and Command-a-03-2025 (M =
0.2139) express the highest sense of dominance,

meaning their language conveys authority and di-
rection. Female Leaders (M = 0.1503) and Male
Leaders (M = 0.1396) are significantly lower in
dominance, meaning real-life leaders tend to use
less controlling, more egalitarian language (Hooge-
boom et al., 2021). DeepSeek-R1 (M = 0.147)
and Gemini-2.0-Flash (M = 0.175) are close to hu-
man levels in dominance, making statements more
neutral or collaborative in tone. These results align
with prior research (Chaves et al., 2019; Elsholz
et al., 2019) stating that chatbots inherently aim to
produce contextually appropriate language to in-
crease end-user satisfaction, which is also reflected
in our evaluation of LLMs.

Using the NRC Lexicon, we see in Table 3 that
LLMs, especially GPT-40 mini, Mistral-Large, and
Llama-3.3-70b, show high levels of trust (e.g., GPT-
40 mini at 0.387). Qwen-Plus (0.37) and Gemini
(0.365) show high positive emotions, more than
any human group. Real-life leaders are less emo-
tionally polarized and show more balance across
categories, even though they use trust and posi-
tive terms frequently. Almost all LLMs exhibit
lower sadness, fear, and disgust, suggesting their
language is tuned for neutral to optimistic fram-
ing, except for DeepSeek-R1. It is interesting
to note that female leaders use a broader emo-
tional range than male leaders, as they have slightly
higher scores in anger, sadness, and disgust, but
use more surprise than their male counterparts, sug-
gesting perhaps more dynamic or varied emotional
framing. Notably, male leaders have higher trust
(0.31) and anticipation (0.097) and significantly
lower negative emotions than female leaders, sug-
gesting that they favor a confident and strategic
tone over emotional expressiveness (Lowenhaupt,
2021; de Vries et al., 2010). Therefore, with our di-
verse dataset, LLMs can be fine-tuned for inclusive
and emotionally-variant communication style using
the language of female leaders, while simultane-
ously, the language used by male leaders can facili-
tate fine-tuning LLMs for more strategic or formal
tones. Finally, our comparative empirical analysis
(Table 3) reveals that GPT-40 mini is the closest to
Male Leaders, depicting high trust, low negativity,
and high anticipation. Similarly, Mistral-Large is
balanced, and closest to Female Leaders with high
trust and joy, moderate surprise and sadness, that is,
being emotionally expressive and positive. Interest-
ingly, Qwen-Plus emerged rather optimistic, with
high trust and joy, with some anger and disgust, in-
dicating a balance between critique and positivity.
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Sad. D J Ant.

Real-Life Leaders
Female Leaders
Male Leaders

0.0092 0.0034 0.3040 0.0352 0.2725 0.0251 0.0076 0.0027 0.0652 0.0947
0.0096 0.0052 0.2977 0.0411 0.2738 0.0325 0.0115 0.0044 0.0610 0.0922
0.0094 0.0030 0.3097 0.0348 0.2727 0.0209 0.0055 0.0020 0.0631 0.0975

Command-a-03-2025
DeepSeek-R1
Gemini-2.0-Flash
GPT-40 mini
Llama-3.3-70b
Mistral-Large
Qwen-Plus

0.0098 0.0152 0.3351 0.0323 0.3530 0.0257 0.0030 0.0104 0.1032 0.1123
0.0360 0.0110 0.2302 0.0276 0.3448 0.0931 0.0469 0.0303 0.0607 0.0863
0.0103 0.0104 0.3127 0.0314 0.3654 0.0379 0.0055 0.0066 0.1033 0.1167
0.0014 0.0038 0.3870 0.0345 0.3594 0.0143 0.0006 0.0008 0.0967 0.1015
0.0047 0.0040 0.3600 0.0309 0.3430 0.0244 0.0036 0.0015 0.1077 0.1202
0.0054 0.0073 0.3692 0.0288 0.3377 0.0192 0.0028 0.0035 0.1088 0.1173
0.0075 0.0110 0.3370 0.0262 0.3770 0.0190 0.0014 0.0086 0.0987 0.1135

Table 3: Emotion and sentiment distribution using the NRC Lexicon. F.: Fear, Ang.: Anger, T.: Trust, Surp.:
Surprise, P: Positive, N.: Negative, Sad.: Sadness, D: Disgust, J: Joy, Ant.: Anticipation. GPT-40 mini aligns closest
to Male Leaders, Mistral-Large best mirrors Female Leaders, while Qwen-Plus exhibits optimism with balanced
critique. Highlighted values show the highest values across LLMs in each category.

4.5 Human Evaluation

Analysis: Comparing the action plans generated
by LLMs to those of real-life leaders (Table 9) in
terms of syntax, lexical diversity, and semantics
did not capture their nuances, such as the quality
of information. To that end, we used human eval-
uation to evaluate the action plans generated by
LLMs and real-life leaders. Thus, we adopted the
multi-dimensional evaluation framework proposed
by Tam et al. (2024), and recruited human evalu-
ators to assess Quality of Information (accuracy,
relevance, currency, comprehensiveness, coher-
ence, usefulness), Expression Style and Persona
(clarity, empathy), Safety and Harm (bias, fab-
rication), and Trust and Confidence (trust, sat-
isfaction). These dimensions were chosen to re-
flect real-world usability as leaders rely on trust-
worthy, well-articulated, and ethically sound ad-
vice, while safety ensures responsible LLM deploy-
ment. We randomly sampled more than 10 percent
of action plans generated from each of the eight
data sources (that is, seven LLMs and one from
real-life leaders). We recruited 300 participants
from Prolific, an online crowd-sourcing platform
(Sieker et al., 2024), to evaluate the action plans
against these twelve dimensions (highlighted above
in bold). Out of all participants, 290 provided their
demographic information. The participants were
gender balanced (Male Evaluators=134, Female
Evaluators=152, Trans-Female=2, Trans-Male=2)
with an average age of 37.76 years. 73 percent of
the evaluators held a bachelor’s or master’s degree.
They were over 18 years old, fluent in English,
were currently employed in a leadership position,

and interacted with LLM-based chatbots at least
once daily. Participants were well-instructed and
signed a Consent Form upon which they were pre-
sented with eight action plans per question and
were asked to rate them on a Best-Worst scale (Kir-
itchenko and Mohammad, 2017) as it is free from
scale-bias, provides greater discrimination among
items and between respondents, and gives better
results with fewer respondents. We randomized
the order of statements and questions to mitigate
order bias, blinded raters to the source (real-life
leaders vs. LLMs), and inserted a mid-survey at-
tention check question. We excluded participants
who failed the check from the evaluation.
Results: We compiled the results from our sur-
vey of 300 participants (for definitions and results,
see Appendix B, Table 8, Figures 11 and 12) and
found that action plans generated by Llama-3.3-
70b were rated the best for empathy, better than
Male and Female Leaders, suggesting that LLMs
may simulate consistent emotional understanding.
The action plans generated by Gemini-2.0-Flash
were rated the most highly for relevance, accuracy,
and coherence. It stands out as the most positively
rated LLM, receiving the highest number of Best
ratings and relatively few Worst ratings. This sug-
gests consistent, high-quality, and reliable outputs
across dimensions. Meanwhile, Qwen-Plus was the
best rated for satisfaction. Gemini-2.0-Flash, GPT-
40 mini, and Command-a-03-2025 performed well
in clarity, comprehensiveness, currency, and trust.
DeepSeek-R1 was the best-rated LLM for useful-
ness. DeepSeek-R1 and Command-a-03-2025 of-
fer a more balanced profile with both strengths
and weaknesses, as they appear frequently in both



USE CASE BEST CHOICE

JUSTIFICATION

REMARKS

Faithful rephrasing with

high semantic meaning Llama3.3-70b, Qwen-Plus

Highest sentence similarity,
even if BLEU is low

Surface-level fidelity to

. . . GPT-40 mini, Mistral-Large
original phrasing

Highest BLEU and competitive |Most similar to real-life leader’s action
sentence similarity

plans

Highest rated by human Llama3.3-70b, Gemini-2.0-Flash,
evaluators Command-a-03-2025, GPT-40 mini

sSurveys

« Empathy: Llama stood out

* Trust and Satisfaction: Gemini-2.0-
Flash, Command-a-03-2025, GPT-40
mini performed well here, aligning
with user confidence and response
coherence.

Creative divergence
(less copying)

DeepSeek-R1, Gemini-2.0-Flash,
Command-a-03-2025

Lower BLEU and sentence
similarity indicates more
originality but less alignment
with real-life leaders

HR support bots Qwen-Plus, Mistral-Large

Closest in valence & arousal,
though slightly more dominant, Best mimic of Female Leader
and NRC affects distribution

Legal writing

D k-R1, GPT-4: ini
models/bots eepSeek-R1, G o mini

Best alignment in arousal and
dominance, and NRC affects
distribution

Best mimic of Male Leader

For Al leadership GPT-40 mini, Mistral-Large, Qwen-
personas Plus

Trustworthy, positive, engaging
using NRC Lexicon

GPT-40 mini (best for Male Leader traits),
Mistral-Large/Qwen-Plus (best for Female
Leader traits)

Simulated leadership
scenarios

GPT-40 mini, Llama-3.3-70b,
Command-a-03-2025

High valence and dominance
and highly rated by human
evaluators

These LLMs feel more “leader-like” than
real-life leaders

GPT-40 mini, Qwen-Plus, Gemini-

Balanced option 2.0-Flash

Good blend of lexical, semantic, Moderate emotional expressiveness of
and human evaluation scores

Gemini-2.0-Flash

Figure 6: Recommendations for future research use cases.

Best and Worst categories. Command-a-03-2025
and Llama-3.3-70b received high ratings for bias.
These insights can inform future designs for LLM
training and evaluations, especially when aiming
to match human-like leadership communication
skills.

5 Recommendations

LLM:s are widely adopted tools in workplaces. In
this interdisciplinary study, spanning NLP and Or-
ganizational Leadership, we draw on our findings
and dataset to offer actionable insights and targeted
recommendations for future research at the inter-
section of these domains. Future research should
consider the following:

* To create inclusive and engaging communi-
cation tools, especially for workplaces, LLM
fine-tuning should be based on real-life com-
munication patterns, focusing on readability,
simplification, and domain-specific language.
These are the areas where our dataset can help.

* Improving inclusion frameworks may require
acknowledging where LLMs outperform hu-
man leaders, especially in emotional consis-
tency and coherence.

* For stronger practical utility, future work

should also assess action plans against each
SMART criterion in greater detail.

We also provide a use-case-specific summary of
our recommendations in Figure 6.

6 Conclusion

Our work advances research on LLMs in high-
stakes professional settings such as leadership. We
collected a diverse dataset from over 250 real-life
leaders, providing a valuable resource for future
studies. Our comparative analysis shows that cur-
rent LLMs often diverge from authentic leadership
communication in readability, intensity, and au-
thority. By grounding fine-tuning in real-world
communication patterns, emphasizing readability,
simplification, and domain-specific language, fu-
ture models can become more inclusive and eftec-
tive in workplace applications. Our dataset enables
researchers and developers to adapt LLM behavior
to leadership contexts and communication goals.
We envision it as a springboard for responsible,
context-aware LLM deployment in domains such
as organizational leadership and human resource
management.



Limitations

The primary limitation of our work is that we eval-
uate and compare only texts in English. As leader-
ship is global, we aim to develop our Leader Suc-
cess Bot further for leaders who interact with their
team members in languages other than English. To
adapt our script in multiple languages, we plan to
collaborate with multilingual domain experts. Sec-
ond, even though approximately 32 leaders in our
dataset reported disabilities, we need to include
more leaders with disabilities and adapt our chat-
bot for greater accessibility, such as leaders who
are blind. In its present version, our Leader Suc-
cess Bot is not designed for blind users. Third, al-
though we evaluated a diverse set of chatbot-based
LLMs, their swift and competitive development
means that benchmarking them against real-life
leaders remains an iterative, scalable process. Fi-
nally, we compare action plans generated by the
LLMs to those of real-life leaders, on the basis of
gender, as this aligns with established research in
organizational leadership (Archer and Kam, 2022)
and allows for straightforward comparison. How-
ever, our dataset also enables exploration of other
intersecting identities, such as age or leadership ex-
perience, which could further expand the literature.

Ethical Considerations

We included leaders from a diverse range of ethnic
backgrounds, age groups, leadership experiences,
and physical abilities. The Institutional Review
Board (IRB Protocol Number: HSR-24-25-53) ap-
proved the data collection part of our research at
California State University, Fullerton. The Ethi-
cal Council of the Max Planck Society (Protocol
Number: 2021_29) approved the human evaluation
part of our research. We adhere to best research
practices to ensure participant confidentiality. Fol-
lowing Jernite and colleagues’ (Jernite et al., 2022)
ethical framework, our research prioritized harm re-
duction by securing leaders’ and human evaluators’
informed consent, anonymizing all identifying de-
tails, and maintaining clear communication about
data usage and potential risks involved. We do not
store the names or affiliations of the participants.
The data from the participants is anonymized us-
ing a randomly generated unique identifier, with
only their interaction with the bot and sociodemo-
graphic details retained. The participants were well
informed about the study, and we used their data
after receiving their informed consent. The partici-

pants who interacted with our Leader Success Bot
and the human evaluators were paid for their time.
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A Appendix A

A.1 Chatbot Design-Additional Information
on the Design and Development of the
Leader Success Bot

The Leader Success Bot guides leaders to set daily
inclusion action plans. These inclusion action plans
are supported by examples showcasing leader in-
clusion behavior, such as Recognizing Unique-
ness, Showing Appreciation, Strengthening Be-
longingness, and Supporting Organizational Ef-
forts. Building on the existing research (Silva and
Canedo, 2024), our bot uses state-of-the-art mes-
saging technology to integrate validated measures
of affects and structured planning of inclusion be-
haviors within engaging, user-centric interactions
that include empathic responses, emojis, guided ex-
amples, and information on demand. Participants
experience a fully interactive environment through
buttons, images, emojis, and questionnaires, pro-
moting psychological engagement that is especially
beneficial in long-term interventions. The front
end of the bot focuses on two main platforms for
user interaction and data collection: Qualtrics and
Telegram. These platforms are chosen for their
large and diverse user bases, allowing for robust-
ness, efficient interaction, and handling large-scale
surveys with thousands of participants without per-
formance issues. While Prolific is used to recruit
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participants, Qualtrics is used to collect data from
surveys (administered through the chatbot). The
script-based Telegram chatbot is used for real-time
conversational interaction (action-planning and re-
flection) and administering the Qualtrics surveys
during various stages of the experiment. The back-
end infrastructure is built on a robust and scalable
stack, ensuring smooth operation and accurate data
collection. The core components include a Mon-
goDB database (for storing user interactions with
the chatbot) and a Heroku server setup (for host-
ing the chatbot application), which are optimized
for handling the experimental data and user inter-
actions. Our Leader Success Bot is programmed
using JavaScript and JSON, facilitating automated
interaction on Telegram (see Figure 7).

To participate, leaders were required to connect
to the Leader Success Bot for two work weeks,
develop inclusion action plans in the morning, re-
flect on their emotions and action-plan progress in
the evening (both at the time of their own choos-
ing) (see Figure 8). The chatbot guided leaders
through the process of setting SMART inclusion
actions for each inclusion dimension (showing ap-
preciation, recognizing uniqueness, strengthening
belonging, and supporting organizational efforts),
making each action specific, measurable, achiev-
able, relevant, and time-bound. During the inter-
action, the Leader Success Bot provided detailed
examples and offered on-demand information to ex-
plain each inclusion dimension in depth, supporting
leaders in developing specific, observable inclusion
behaviors. In the first week, the bot guides leaders
to set daily inclusion action plans for recognizing
uniqueness and showing appreciation to their team
members. Starting with the second week of the ex-
periment, the bot guides the leaders to set inclusion
action plans for strengthening belongingness and
supporting organizational efforts.

B Appendix B

B.1 API Names and Checkpoint Dates for the
Evaluated LLMs

Table 4 details the exact API names and checkpoint
dates for the evaluated LLMs.

B.2 Zero-Shot Prompting: Comparing
LLM-generated action plans with
Real-life Leaders

The analysis of structural variations reveals sig-
nificant differences between the action plans of

LLM Names API Names Month
Command-a-03-2025 Cohere API April
DeepSeek-R1 DeepSeek API  April
Gemini-2.0-Flash Gemini API April
GPT-40 mini OpenAl API April
Llama-3.3-70b LLM API April
Mistral-Large Mistral API April
Qwen-Plus Alibaba API April

Table 4: API information of the evaluated LLMs. All
the LLMs were prompted in the year 2025.

real-life leaders and various LLMs (See Figure 9).
Real-life leaders exhibit notably shorter responses
and lower words-per-sentence metrics, suggesting
a more concise communication style. Their lan-
guage is marked by a higher frequency of verbs
and pronouns, which indicates they focus on action
and interpersonal engagement. In contrast, LLMs
such as GPT-40 mini, Gemini-2.0-Flash, and oth-
ers tend to produce much longer responses with
more complex sentence structures. These models
also favor nouns and determiners over verbs and
pronouns, indicating a more descriptive and less
dynamic style. Among the LL.Ms, Qwen-Plus and
GPT-40 mini stand out for their relatively high use
of verbs, aligning them closer to human speech
patterns. Real-life leaders demonstrate the highest
readability by a wide margin, with a score close to
62, significantly surpassing all LLMs. Among the
models, DeepSeek-R1 and Llama-3.3-70b come
closest in readability but still fall far short. In
terms of lexical diversity, as measured by TTR
and MATTR, real-life leaders again lead, particu-
larly on MATTR, where most models perform well
except Mistral-Large and Llama-3.3-70b. Gemini-
2.0-Flash and Command-a-03-2025 show excep-
tionally high MATTR scores, nearly matching real
leaders, but their TTR and readability remain low.
Finally, while LLMs are more verbose and struc-
turally complex, real-life leaders prioritize readabil-
ity (see Table 5).

B.3 Examples of Prompts and Generated
Responses

Example prompts used for three-shot and zero-shot
sociodemographic prompting of the seven LLMs
are depicted in Figure 10. We used the age, ethnic
background, gender, and leadership experience of
the leaders, along with the script designed with do-
main experts, to prompt the LLMs. This provided
the LLMs with a persona and a detailed description
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Figure 8: Interaction procedure followed by the Leader Success Bot.

Source R TTR M

Real-Life Leaders 61.7412 0.9320 0.9998
Gemini-2.0-Flash 27.7299 0.4702 0.9990
GPT-40 mini 25.4071 0.5531 0.8580
Mistral-Large 30.9190 0.4835 0.8654
Llama-3.3-70b 31.0956 0.4415 0.8436
Qwen-Plus 20.3764 0.6309 0.9237
Command-a-03-2025 29.5644 0.4923 0.9922
DeepSeek-R1 35.8840 0.5300 0.9547

Table 5: Readability and Lexical Diversity scores in
zero-shot settings. R: Readability, M: MATTR.

of the task. As inclusion is an abstract concept, for
the three-shot prompting, we provided examples
on setting SMART inclusion action plans, while
for the zero-shot prompting, there was only an in-
struction and no examples.

B.4 Comparing words used in
LLM-generated action plans with
Real-life Leaders for Three-Shot
Prompting

Additionally, we extracted the top 20 Nouns and
Verbs (Green et al., 2023; Witkowska et al., 2024)
used by LLMs and real-life leaders in their action
plans and compared them. As these are action
plans, identifying the verbs used correlates with
the actions and interactions of leaders with their
teams. Female and Non-Binary leaders lean more
toward inclusive, emotionally intelligent language,
while Male Leaders balance goals and collabora-
tion. Overuse of "ensure", "implement", and "fos-
ter" in nearly every LLM suggests safe but sterile
leadership communication, lacking situational vari-
ability (Lowenhaupt, 2021; de Vries et al., 2010;
Hoogeboom et al., 2021; Eder et al., 2023). These
results are summarized in Table 6.
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You are a 32-year-old Hispanic / Latino/ Latinx, non=white Male who is a
manager (supervises one or more employees). Your task is to set a SMART goal to support
inclusive organizational efforts. Supporting inclusive organizational efforts is

3-SHOT PROMPTING

supporting organizational efforts:

characterized by being open to organizational change and promoting the organizational
mission of inclusion. Supporting inclusive organizational efforts involves leaders actively
engaging with organizational goals. Leaders should be open to change and promote
innovative ideas to foster inclusion. Leaders who advocate for the organization's mission
of inclusion communicate its importance, work towards establishing a diverse workforce,
and align organizational practices with inclusive values. Here are some examples of

* | will identify and document at least three new opportunities to improve inclusive

* | will communicate with [team member] on how inclusion is related to our mission and

vision in today's meeting.

* | will explain [team member] how organizational inclusive practices are aligned with
our team's goals at today's coffee-break.

practices before lunch today.
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You are a 32 year old Hispanic / Latino/ Latinx, non-whitesMaleswho is a
manager (supervise one or more employees). Your task is to set a SMART goal to
support inclusive organizational efforts.Supporting inclusive organizational efforts is
characterized by being open to organizational change and promoting organizational
mission on inclusion. Supporting inclusive organizational efforts involves leaders
actively engaging with organizational goals. Leaders should be open to change and
promote innovative ideas to foster inclusion. Leaders who advocate for the
organization's mission on inclusion communicate its importance, work towards

establishing a diverse workforce, and align organizational practices with inclusive

values.

Age Ethnic Background

Gender

Leadership Experience 3-Shot Prompting

Figure 10: Example prompts for the three-shot and zero-shot sociodemographic prompting.

In our analysis, we extracted all nouns and verbs
used by real-life leaders and the seven LL.Ms used
in this paper. We found that while words such
as "team", "member", "meeting", "ensure", and
"meet" are used by both real-life leaders and LLMs,
some words (nouns and verbs) are used extensively
by LLMs but never by any real-life leader (see
Table 7).

B.5 LLM Recommendations for Specific
Use-Cases

Based on our analysis in the paper, we have sum-
marized our recommendations in Figure 6. Our rec-
ommendations come from the empirical evidence
collected for this research.

B.6 Human Evaluation

We evaluated the action plans generated by LLMs
and written by real-life leaders on twelve dimen-
sions (Tam et al., 2024), as tabulated in Table 8.
The results are visualized in the Figures 11 and 12.
Example action plans are tabulated in Table 9.



Net Ratings by Dimension and Data Source
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Figure 11: Human evaluation results reported using Best—Worst scaling. Items were presented in randomized order,
and raters were blinded to the source (real-life leaders vs. LLMs).
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Figure 12: Visualization of the survey ratings.



Group Overall Focus of Action: Leadership Style
Tone Top Verbs
LLMs Structured, Ensuring, fostering, Strategic, formal,
procedural implementing, cre- supportive
ating
Female Leaders Relational, Ensuring, offering, Supportive, nurtur-
empathetic helping, praising ing, people-focused
Male Leaders Balanced, Working, improv- Goal-oriented, col-
pragmatic ing, giving, dis- laborative
cussing
Non-Binary Leaders Contextual, = Dealing, de- Adaptive, emotion-
emotional compressing, ally intelligent
organizing

Table 6: Mapping leadership styles of various groups based on the top verbs used by them in their action plans.



Nouns never used by real-life leaders

Verbs never used by real-life leaders

action
activities
appreciation
belongingness
billing
breakdown
categories
contributions
details
development
diversity
efforts
environment
equity

ideas
inclusion
information
meeting workshop
mission
month
number
participation
plan
program
progress
quarter
quota
relevant
September
session
skills

smart
specific
strengths
system

type

weeks

foster
ensure
identify
provide
align
allocate
support
lead
recognize
complete
create
contribute
track
implement
share
empower
promote
support
let

rotate
recognize
implement
include
work
strengthen
provide
measure
focus
outline
strengthen
organize
promote
boost
achieve
aim
incorporate
learn

Table 7: List of Nouns and Verbs used only by LLMs but never by any real-life leader.



Principle
Quality of Information

Dimension
Accuracy
Relevance

Currency

Comprehensiveness

Coherence

Usefulness

Expression style and persona  Clarity

Safety and harm

Trust and Confidence

Empathy

Bias

Fabrication

Trust

Satisfaction

Definition

Correctness of response provided by the LLM.
Alignment of response provided by the LLM
to the user’s query. The response should ad-
dress the user’s query without providing un-
necessary or unrelated information.

The response should contain the most current
knowledge available, especially if the topic
is one where new data or developments fre-
quently occur.

Completeness of response provided by the
LLM. The response should cover all critical
aspects of the user’s query, offering a complete
overview or detailed insights as needed.
Coherence of response with established facts
and theories. The response should not contra-
dict itself.

Applicability and utility of the response. The
response should be of practical value, action-
able, and applicable to the user’s context or
problem.

Quality of the response is clear, understand-
able, and straightforward, making it easy for
the user to comprehend the provided response.
Ability of the LLM to generate a response
that recognizes and reflects the emotions or
tone conveyed in the user’s input, simulating a
considerate and understanding interaction.
Presence of systematic prejudices in the re-
sponse, such as racial or gender bias.
Fabrication is when the response contains en-
tirely made-up information or data and in-
cludes plausible but non-existent facts.
Confidence in the LLM that it will provide
accurate, fair, and safe responses.

The LLM meets or exceeds the expectations
of the user in terms of response quality and
relevance.

Table 8: Evaluation dimensions and their definitions.



Source

Example Action Plans

Real-Life Leaders

I will meet with [team member] to discuss outstanding training
and set her a goal of completing 50% of training by the end of
October

GPT-40 mini

By the end of this month, I will organize and facilitate a monthly
team lunch where team members can openly share their thoughts,
experiences, and ideas to strengthen belongingness within the
team.

Gemini-2.0-Flash

I will implement a "Team Kudos" board within one week where
team members can publicly acknowledge each other’s contribu-
tions, with at least 3 separate entries of positive contributions
documented each week for one month. I will allocate 30 minutes
each week to solicit and record at least one "Kudos" entry per day
to ensure success.

Command-a-03-
2025

I will personally recognize and appreciate the efforts of at least
two team members each week by highlighting their specific con-
tributions during our weekly team meetings or through written
acknowledgments (e.g., emails or Slack messages).

Mistral-Large

Starting from the beginning of next month, I will schedule and
conduct bi-weekly 30-minute one-on-one meetings with each team
member to understand their unique perspectives, address any chal-
lenges they might be facing, and discuss their ideas to promote
belongingness within the team.

Llama-3.3-70b

Within the next 6 weeks, I will schedule monthly one-on-one
check-ins with each of my team members to build stronger rela-
tionships and ensure everyone’s voice is heard. During these check-
ins, I will ask for their input and feedback on current projects and
team decisions, and provide opportunities for them to share their
ideas and concerns. I will also make sure to follow up on their
suggestions and ideas, and provide explanations for the decisions
made by the team. Additionally, I will volunteer to help organize
a quarterly team-building event, starting with a social gathering
within the next 3 months, to foster positive interactions and a sense
of community among team members.

DeepSeek-R1

By the end of each month for the next three months, I will
strengthen belongingness within my team by initiating a struc-
tured, anonymous feedback survey to gather input on team dynam-
ics and equity, then organize one team-building activity based on
the consensus of suggestions. I will ensure 100% participation
by sending reminders and offering flexible response times, and
I will transparently share how feedback shaped the activity in a
follow-up email.

Qwen-Plus

By the end of this month, I will meet with each team member indi-
vidually for 30 minutes to discuss their personal career aspirations,
identify one unique strength they bring to the team, and collab-
oratively create a plan to enhance that strength through specific
training or project opportunities.

Table 9: Example action plans generated by real-life leaders and various LLM:s.
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